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Welcome to Sanya 
 
The workshop on Structured Preconditioning and Iterative Methods with 
Applicationsisheld on March 24-28, 2014 at Tsinghua Sanya International 
Mathematics Forum (TSIMF). The workshop aims at bringing together researchers, 
scientists and graduate students from mainland China, Hong Kong, Macau and 
abroad to exchange and stimulate ideas in structured matrix computations, especially 
in preconditioning and iterative methods for effectively solving large sparse linear 
systems arising in image processing and PDE-constrained optimization problems. 
 
The facilities of TSIMF are built on a 23-acre land surrounded by pristine 
environment at Phoenix Hill of Phoenix Township. The total square footage of all the 
facilities is over 29,000 square meter that includes state-of-the-art conference 
facilities (over 10,000 square meter) to hold two international workshops 
simultaneously, two libraries, a guest house (over 10,000 square meter) and the 
associated catering facilities, a large swimming pool, two gyms and other recreational 
facilities. 
 
Mathematical Sciences Center (MSC) of Tsinghua University, assisted by TSIMF's 
International Advisory Committee and Scientific Committee, will take charge of the 
academic and administrative operation of TSIMF.The mission of TSIMF is to 
become a base for scientific innovations, and for nurturing of innovative human 
resource; through the interaction between leading mathematicians and core research 
groups in pure mathematics, applied mathematics, statistics, theoretical physics, 
applied physics, theoretical biology and other relating disciplines, TSIMF will 
provide a platform for exploring new directions, developing new methods, nurturing 
mathematical talents, and working to raise the level of mathematical research in 
China. 
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Attention Please 
 
Registration 
Conference booklets and brochures, room keys and name badges for all participants 
will be distributed at the reception desk in front of Building A, Tsinghua Sanya 
International Mathematics Forum(TSIMF). Please take good care of your name badge. 
It is also your meal card and entrance ticket for all events.Building C1 to C6 is 
dormitory area. 
 
Dining Arrangements 
The workshop banquet will be arranged on Monday evening (March 24). All the 
meals are provided in the cafeteria ( Building B1 ) according to the time schedule. 
Please pay attention to the meal time in the schedule. 
 
Workshop Venue 
Workshop on Structured Preconditioning and Iterative Methods with 
Applications(SPIMA)will be held in room 110 & 120 in Building A (1st Floor). 
 
Shuttle Service 
We have shuttle bus to take participants to the airport and the Sanya Railway Station 
for your departure service. Please just feel free to contact our Transportation Manager: 
Mr. Weihua Han (韩伟华) if you have any questions about transportation 
arrangement. His cell phone number is 0086-153-0898-6966.  
 
Transportation Arrangement for Excursion 
We will provide transportations free of charge to take you between the TSIMF(at the 
entrance of TSIMF) and Sanya Seaside from 25th-28thMarch, 2014. The scheduled 
time is: 
18:30      Pick-up at the TSIMF            21:30      Back from Sanya Seaside 
Special Notes: Please be on time to catch the bus at the right place. Our bus would 
not wait for you if you are late for the scheduled time.  
 
Wednesday’s Afternoon for Excursion 
We only provide the transportation for your sightseeing.You are responsible for your 
own entrance tickets or the expense of hiring a tourist guide. The scheduled time is: 
13:30      Pick-up at TSIM F                17:00      Back from Yalong Bay 
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Organizing Committee 
 
• Prof. Zhong-Zhi Bai  

Institute of Computational Mathematics 
Academy of Mathematics and Systems Science 
Chinese Academy of Sciences 
P.O. Box 2719, Beijing 100190 
P.R. China 
Tel: +86-10-6263 0992 
Fax: +86-10-6254 5820 
Email: bzz@lsec.cc.ac.cn 
 

• Raymond H. Chan  
Department of Mathematics 
The Chinese University of Hong Kong 
Shatin, NT, Hong Kong 
Tel: +852-3943-7970 
Fax: +852-2603-5154 
Email: rchan@math.cuhk.edu.hk 
 

• Michael K. Ng  
Department of Mathematics 
Hong Kong Baptist University, 
Waterloo Road, 
Hong Kong 
Phone: (852) 3411 7317  
Fax: (852) 3411 5811 
Email: mng@math.hkbu.edu.hk 
 

Sponsor 
 
Tsinghua University 

Co-Sponsor 
 
Mathematical Sciences Center, Tsinghua University 
  

mailto:bzz@lsec.cc.ac.cn
mailto:rchan@math.cuhk.edu.hk
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Invited Speakers 
 

 

Zheng-Jian Bai Xiamen University, CHINA 

Zhong-Zhi Bai Chinese Academy of Sciences, CHINA 

Raymond H. Chan The Chinese University of Hong Kong, HONG KONG 

Ken Hayami National Institute of Informatics, JAPAN 

Yu-Mei Huang Lanzhou University, CHINA 

Wen Li South China Normal University, CHINA 

Shi-Qian Ma The Chinese University of Hong Kong, HONG KONG 

Esmond Ng Lawrence Berkeley National Laboratory, USA 

Michael K. Ng Hong Kong Baptist University, HONG KONG 

Jian-Yu Pan East China Normal University, CHINA 

Miro Rozloznik Academy of Sciences of the Czech Republic,CZECH 

Richard Tsai The University of Texas at Austin, USA 

Justin Wan University of Waterloo, CANADA 

Zeng-Qi Wang Shanghai Jiaotong University, CHINA 

Yu-Jiang Wu Lanzhou University, CHINA 

Jian-Lin Xia Purdue University, USA 

Dong-XiuXie Beijing Information Sci Tech University, CHINA 

Isao Yamada Tokyo Institute of Technology, JAPAN 

Xiao-Ming Yuan Hong Kong Baptist University, HONG KONG 

Xiao-Sheng Zhuang City University Hong Kong, HONG KONG 
 
 
 
 
 

http://www.lbl.gov/
http://www.cas.cz/
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Invited Poster Presenters 
Heng-Bin An  Yang Cao   Xiao-Xia Guo   Yan-Ran Li 
Guo-Yan Meng Min Tao  Rui-Ping Wen  Jun-Feng Yin   
Jian-Jun Zhang  Li-Li Zhang   Xiang Zhang 

Invited Participants 
Jun-Liang Dong Xue-Ping Guo Ying Li Lu Lin  Hao Liu 
Li Wang   Xi Yang 

Graduate Students 
Chuan Chen  Yong-Hui Ling  Xin Lu    Wan Tang 
Guo-Jian Yin  Jian-Hui Zhang  Ju-Li Zhang  Zhi Zhao 
Ning Zheng  Zhong Zheng  
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Program-at-a-Glance 
 
 Mar 24 (Mon.) Mar 25(Tue.) Mar 26(Wed.) Mar 27(Thu.) Mar 28(Fri.) 

07:30-08:30 Breakfast 
Chair Raymond Chan Xiao-Ming Yuan Michael Ng Justin Wan Isao Yamada 

08:45-09:00 Opening     

09:00-09:45 Esmond Ng Isao Yamada Justin Wan Richard Tsai Shi-Qian Ma 

09:45-10:30 Miro Rozloznik Zeng-Qi Wang Raymond Chan Michael Ng Dong-XiuXie 

10:30-11:00 Coffee Break 

11:00-11:45 Jian-Lin Xia Poster Session 
1 

Xiao-Ming Yuan Poster Session 
2 

Poster Session 
3 11:45-12:30 Yu-Jiang Wu Xiao-Sheng 

Zhuang 
12:30-13:30 Lunch 

Chair Esmond Ng Miro Rozloznik 

Excursion 
(13:30-17:00) 

 
  

Richard Tsai Zhong-Zhi Bai 

15:00-15:45 Jian-Yu Pan Ken Hayami Yu-Mei Huang Conclusion 
Session 

 (14:30-16:00) 15:45-16:30 Wen Li Zhong-Zhi Bai Zheng-Jian Bai 

16:30-16:40 Coffee Break Coffee Break 
Shopping 

(16:00-19:00) 16:40-17:40 Discussion Discussion Discussion 

18:00-19:00 
Banquet 

Dinner 

19:00-20:00  Dinner 
 

• Poster Session 1: Xiao-Xia Guo, Guo-Yan Meng, Li-Li Zhang, Xiang Zhang. 
• Poster Session 2: Yang Cao, Rui-Ping Wen, Yu-Jiang Wu, Jun-Feng Yin. 
• Poster Session 3: Heng-Bin An, Yan-Ran Li, Min Tao, Jian-Jun Zhang 
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Schedule 
 
March 24, Monday  

Session Chair Raymond Chan 

07:30-08:30 Breakfast at the Cafeteria 

08:45-09:00 Opening Ceremony and Group Photo 

09:00-09:45 Esmond Ng:Solving Sparse Linear Systems in Large-Scale 
Scientific Problems(P.13) 

09:45-10:30 
MiroRozloznik:Gram-Schmidt Process with a Non-Standard 
Inner Product and its Application to Approximate Inverse 
Preconditioning(P. 15) 

10:30-11:00 Coffee Break 

11:00-11:45 Jian-Lin Xia:Matrix-Free Structured Preconditioning(P. 18) 

11:45-12:30 Yu-Jiang Wu:Lopsided PMHSS Iteration Method for a Class of 
Complex Symmetric Linear Systems(P. 17) 

12:30-13:30 Lunch at the Cafeteria 

SessionChair Esmond Ng 

15:00-15:45 Jian-Yu Pan:Block Preconditioners for the Optimization 
Problems with Convection-Diffusion Equation Constraints(P. 14) 

15:45-16:30 Wen Li:On Eigenvalue Perturbation Bounds for Hermitian Block 
Tridiagonal Matrices (P. 12) 

16:30-16:40 Coffee Break 

16:40-17:40 Discussion 

18:00-20:00 Workshop Banquet at the Chinese Restaurant 
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March 25, Tuesday  

Session Chair Xiao-Ming Yuan 

07:30-08:30 Breakfast at the Cafeteria 

09:00-09:45 Isao Yamada:Hierarchical Optimizations for Certain Inverse 
Problems in Image and Signal Processing(P. 19) 

09:45-10:30 Zeng-Qi Wang:Numerical Solvers for a Class of Saddle Point 
Systems Arising from PDE-Constrained Optimizations(P. 17) 

10:30-11:00 Coffee Break 

11:00-12:30 

Poster Session 1 
Xiao-Xia Guo:Numerical Methods for aNonsymmetric Algebraic 
Riccati Equation Arising in Transport Theory (P. 22) 
Guo-Yan Meng:Asymptotically Optimal Parameters for the 
Splitting Iteration (P. 23) 
Li-Li Zhang:Two-StageMultisplitting Iteration Methods using 
Modulus-Based Matrix Splitting as Inner Iteration for Linear 
Complementarity Problems(P. 26) 
Xiang Zhang:An Inexact Newton Method Based on Multi-Step 
Scheme for Non-Symmetric Algebraic Ricatti Equations (P. 26) 

12:30-13:30 Lunch at the Cafeteria 

SessionChair MiroRozloznik 

15:00-15:45 Ken Hayami:AOR Inner-Iteration GMRES Method for Least 
Squares Problems(P. 11) 

15:45-16:30 Zhong-Zhi Bai:On Preconditioned Iteration Methods for 
Complex Linear Systems(P. 10) 

16:30-16:40 Coffee Break 

16:40-17:40 Discussion 

18:00-19:00 Dinner at the Cafeteria 
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March 26, Wednesday  

Session Chair Michael Ng 

07:30-08:30 Breakfast at the Cafeteria 

09:00-09:45 Justin Wan:Multigrid Method for Nonrigid Image Registration 
Based on the Optimal Mass Transport(P. 16) 

09:45-10:30 Raymond Chan:Point-Spread FunctionReconstruction in 
Ground-Based Astronomy(P. 11) 

10:30-11:00 Coffee Break 

11:00-11:45 Xiao-Ming Yuan:On the Convergence of the Primal-Dual Hybrid 
Gradient Method(P. 19) 

11:45-12:30 Xiao-Sheng Zhuang:Preconditioning for Pseudo-Polar Fourier 
Transform and its Application to Digital Shearlet Transform(P. 20) 

12:30-13:30 Lunch at the Cafeteria 

13:30-17:00 
Excursion 

13:00Pick-up at the TSIMF 
17:00Back from YalongBayTropicalParadiseForestPark 

18:00-19:00 Dinner at the Cafeteria 
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March 27, Thursday  

Session Chair Justin Wan 

07:30-08:30 Breakfast at the Cafeteria 

09:00-09:45 Richard Tsai:Boundary Integral Methods Involving Implicit 
Representation of Surfaces (P. 16) 

09:45-10:30 Michael Ng:Weighted Toeplitz Regularized Least Squares 
Computation for Image Restoration(P. 14) 

10:30-11:00 Coffee Break 

11:00-12:30 

Poster Session 2 
Yang Cao:An Alternating Positive Semidefinite Splitting 
Preconditioner for Saddle Point Problems from Time-Harmonic 
Eddy Current Models(P. 21) 
Rui-Ping Wen:Quasi-Chebyshev Accelerated Iteration Methods 
Based on Optimization for Linear Systems(P. 24) 
Yu-Jiang Wu:A New PHSS Iteration Method for Non-Hermitian 
Positive-Definite Linear Systems(P. 25) 
Jun-Feng Yin: Aitken Extrapolation Iterative Method for 
Computing the Largest Eigenvalue of Nonnegative Tensors (P. 25) 

12:30-13:30 Lunch at the Cafeteria of TSIMF 

SessionChair Richard Tsai 

15:00-15:45 Yu-Mei Huang:Preconditioning and Iterative Methods in Image 
Restoration(P. 12) 

15:45-16:30 Zheng-Jian Bai:A Fast Alternating Minimization Algorithm for 
Total Variation Deblurring without Boundary Artifacts(P. 10) 

16:30-16:40 Coffee Break 

16:40-17:40 Discussion 

18:00-20:00 Dinner at the Cafeteria of TSIMF 
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March 28, Friday  

Session Chair Isao Yamada 

07:30-08:30 Breakfast at the Cafeteria 

09:00-09:45 Shi-Qian Ma:An Extragradient-Based Alternating Direction 
Method for Convex Minimization(P. 13) 

09:45-10:30 Dong-XiuXie:Least-Squares Symmetric Solution to the Matrix 
Equation AXB=C with the Norm Inequality Constraint(P. 18) 

10:30-11:00 Coffee Break 

11:00-12:30 

Poser Session 3 
Heng-Bin An:Parallel Solution for Multi-Group Radiation 
Transfer Equations(P. 21) 
Yan-Ran Li:An Adaptive Inpainting Algorithm Based on DCT 
Induced Wavelet Regularization(P. 22) 
Min Tao:AcceleratedUzawa Methods for Convex 
Optimization(P. 23) 
Jian-Jun Zhang:An Alternating Direction Method for Deblurring 
Images Corrupted by Impulsive Noise (P. 25) 

12:30-14:30 Lunch at the Cafeteria 
SessionChair Zhong-Zhi Bai 
14:30-16:00 Conclusion Session 
16:00-19:00 Shopping 
19:00-20:00 Dinner at the Cafeteria 
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TalkTitles and Abstracts 
 
A Fast Alternating Minimization Algorithm for Total Variation 

Deblurring without Boundary Artifacts 
 

Zheng-Jian Bai 
Xiamen University, CHINA 
Email: zjbai@xmu.edu.cn 

 
Abstract 

Recently, a fast alternating minimization algorithm for total variation image 
deblurring (FTVd) has been presented by Wang, Yang, Yin, and Zhang [SIAM J. 
Imaging Sci., 1 (2008), pp. 248–272]. This isconsists of a discrete Fourier transform-
based alternating minimization algorithm with periodic boundary conditions and in 
which two fast Fourier transforms (FFTs) are required per iteration. In this paper, we 
proposea continuous alternating minimization algorithm for the total variation image 
debarring problem and establish its convergence. The continuous setting is very 
useful to have a unifying representation of the algorithm, independently of the 
discrete approximation of the deconvolution problem, in particular concerning the 
strategies for dealing with boundary artifacts. A discrete version of our continuous 
alternating minimization algorithm is obtained following two different strategies: the 
imposition of appropriate boundary conditions and the enlargement of the domain. 
The first one is computationally useful in the case of a symmetric blur, while the 
second one can be efficiently applied for a nonsymmetricblur. Numerical tests show 
that our algorithm generates higher quality images in comparable running times with 
respect to the Fast Total Variation deconvolution algorithm. 
 
 
 

On Preconditioned Iteration Methods for Complex Linear 
Systems 

 
Zhong-Zhi Bai 

Chinese Academy of Sciences, CHINA 
Email: bzz@lsec.cc.ac.cn 

 
Abstract 

Complex system of linear equations arises in many important applications. We 
furtherexplore algebraic and convergence properties and present analytical and 
numerical comparisonsamong several available iteration methods such as C-to-R and 
PMHSS for solvingsuch a class of linear systems. Theoretical analyses and 
computational results show thatreformulating the complex linear system into an 
equivalent real form is a feasible andeffective approach, for which we can construct, 
analyze and implement accurate, efficientand robust preconditioned iteration methods. 
 
 
 
 

mailto:zjbai@xmu.edu.cn
mailto:bzz@lsec.cc.ac.cn
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Point-Spread Function Reconstruction in Ground-Based 
Astronomy 

 
Raymond Chan 

The Chinese University of Hong Kong 
Email: rchan@math.cuhk.edu.hk 

 
Abstract 

In ground-based astronomy, images of objects in outer space are acquired via ground-
basedtelescopes. However, the imaging system is generally interfered by atmospheric 
turbulenceand hence images so acquired are blurred with unknown point spread 
function (PSF).To restore the observed images, the abbreviation of wavefront at the 
telescope's aperture, i.e., the phase, is utilized to derive the PSF. However, the phase 
is not readily available. Instead its gradients can be collected by wavefront sensors. 
Thus theusual approach is to use regularization methods to reconstruct high-
resolution phase gradients and then use them to recover the phase in high accuracy. 
Here, we develop a model that reconstructs the phase directly. The proposed model 
uses the tight frame regularization and it can be solved efficiently by the Douglas-
Rachford alternating direction method of multiplier whose convergence has been well 
established. Numerical results illustrate that our new model is efficient and give more 
accurate estimation for the PSF. 
 
This work is joint with Xiao-Ming Yuan and Wen-Xing Zhang. 
 
 
 
 

AOR Inner-Iteration GMRES Method for Least Squares 
Problems 

 
Ken Hayami 

National Institute of Informatics, JAPAN 
Email: hayami@nii.ac.jp 

 
Abstract 

We study the accelerated overrelaxation (AOR) inner iteration in combination with 
GMRES method for overdetermined least squares problems.The AOR inner iteration, 
a two-parameter generalization of the successive overrelaxation (SOR) method, is 
efficient and also serves as a powerful preconditioner for ill-conditioned 
problems.Necessary and sufficient conditions for the proposed inner-iteration 
GMRES method are presented.Finally, numerical experiments on overdetermined 
sparse least squares problems are given to show the superiority of the new method. 
 
This work is jointwith Lu Liu, Keiichi Morikuni and Jun-Feng Yin. 
 
 
 
 

mailto:hayami@nii.ac.jp
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Preconditioning and Iterative Methods in Image Restoration 
 

Yu-Mei Huang 
Lanzhou University, CHINA 
Email: huangym@lzu.edu.cn 

 
Abstract 

Image restoration is a fundamental problem in image processing. The keyissue in 
image restoration is to construct fast and efficient algorithms to restoredegraded 
images. This talk mainly focus on image restoration algorithms andtheories by using 
structured preconditioning and iterative methods in numerical linearalgebra. There 
are many different kinds of noises in different image applications,we consider 
additive Gaussian white noise and multiplicative noise removal.A half-quadratic 
regularization method is applied to remove additive Gaussianwhite noise. And 
Newton method is used to solve it. A linear system arises ineach Newton iteration 
step. We construct modified SSOR preconditionersanddecomposition-based 
preconditioners which are used in preconditioned conjugategradient method to solve 
the linear system. Theoreticalanalyses and numerical results show the effectiveness of 
the proposed method. Formultiplicative noise, firstly, we consider pure multiplicative 
noise removal. Baseon maximum a posterior method, we propose a new method 
which comes from the idea ofdictionary image restoration method and total variation 
regularization. The proposedmethod can remove multiplicative noise well. Then, we 
introduce a fasttwo-step method for restoring degraded images corrupted by 
multiplicative noiseand blur simultaneously. In the first step, the multiplicative noise 
is removedby nonlocal filtering method, then the recovered image is obtained by 
solving aminimization problem which consists of a data-fidelity term and a total 
variationterm. We design a alternating iterative algorithm to solve this 
minimizationproblem. Numericalresults show that the proposed two-step method is 
effective and it is superiorto the existing methods in terms of both image restoring 
quality and computingspeed. 

 
 

On Eigenvalue Perturbation Bounds for Hermitian Block 
Tridiagonal Matrices 

 
Wen Li 

South China Normal University, CHINA 
Email: iwen@scnu.edu.cn 

 
Abstract 

In this paper, we give some structured perturbation bounds for generalizedsaddle 
point matrices and  Hermitian block tridiagonal matrices. Our boundsimprove some 
existing ones. In particular, the proposed bounds reveal thesensitivity of the 
eigenvalues with respect to perturbations of different blocks.Numerical examples 
confirm  the theoretical results. 
 
This work is joint with SW Vong, XF Peng. 
 

mailto:huangym@lzu.edu.cn
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An Extragradient-Based Alternating Direction Method for 
Convex Minimization 

 
Shi-Qian Ma 

The Chinese University of Hong Kong 
Email: sm2756@gmail.com 

 
Abstract 

We consider the problem of minimizing the sum of two convex functions subject to 
linear linking constraints. The classical alternating direction type methods usually 
assume that the two convex functions have relatively easy proximal mappings. 
However, many problems arising from statistics, image processing and other fields 
have the structure that only one of the two functions has easy proximal mapping, and 
the other one is smoothly convex but does not have an easy proximal mapping. 
Therefore, the classical alternating direction methods cannot be applied. For solving 
this kind of problems, we propose in this paper an alternating direction method based 
on extragradients. Under the assumption that the smooth function has a Lipschitz 
continuous gradient, we prove that the proposed method returns an eps-optimal 
solution within O(1/eps) iterations. We test the performance of different variants of 
the proposed method through solving the basis pursuit problem arising from 
compressed sensing. We then apply the proposed method to solve a new statistical 
model called fused logistic regression. Our numerical experiments show that the 
proposed method performs very well when solving the test problems. 

 
Solving Sparse Linear Systems in Large-Scale Scientific 

Problems 
 

Esmond Ng  
Lawrence Berkeley National Laboratory, USA 

Email:egng@lbl.gov 
 

Abstract 
The U.S. Department of Energy's Scientific Discovery through AdvancedComputing 
(SciDAC) program is a multidisciplinary and diverse R\&Dprogram that brings 
together domain scientists, applied mathematicians,and computer scientists to tackle 
challenging problems in severalscientific domains, such as accelerator science, 
astrophysics, climate,fusion energy, materials science, and nuclear physics. Most, if 
notall, of these problems are modeled using differential equations. Afterdiscretization, 
the innermost kernels are often the solution of sparse systems of linear equations. In 
many cases, the level of realismrequired in the modeling results in simulations that 
have to be performed at high resolutions. Consequently, the solution of thesesparse 
linear systems can be extremely challenging, in terms of the sizeand/or the 
conditioning of the matrices.  In this talk, we will discusssome of the approaches we 
consider in solving these large sparse linearsystems. 
 
 

 

mailto:sm2756@gmail.com
http://www.lbl.gov/
mailto:egng@lbl.gov
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Weighted Toeplitz Regularized Least Squares Computation for 
Image Restoration 

 
Michael K. Ng 

Hong Kong Baptist University, HONG KONG 
Email: mng@math.hkbu.edu.hk 

 
Abstract 

The main aim of this paper is to develop a fast algorithm for solving 
weightedToeplitz regularized least squares problems arising from image 
restoration.Based on augmented system formulation, we develop new Hermitian and 
skew-Hermitiansplitting (HSS) preconditioners for solving such linear systems. The 
advantage of the proposedpreconditioner is that the blurring matrix, weighting matrix 
and regularization matrixcan be decoupled such that the resulting preconditioner is 
not expensive to use.We show that for such preconditioned systemthat is derived 
from a saddle-point structure of size (𝑚𝑚 + 𝑛𝑛) × (𝑚𝑚 + 𝑛𝑛),the preconditioned matrix 
has an eigenvalue at 1 with multiplicity𝑛𝑛,and the other m eigenvalues of the form 1 −
𝜆𝜆  with |𝜆𝜆| < 1 .We also study how to choose the HSS parameter to minimize 
themagnitude of 1 − 𝜆𝜆, and thereforethe Krylov subspace methodapplied to solving 
the preconditioned system converges very quickly.Experimental results for image 
restoration problems are reported to demonstrate that the performance ofthe proposed 
preconditioner is better than the other testing preconditioners. 
 
 

Block Preconditioners for the Optimization Problems with 
Convection-Diffusion Equation Constraints 

 
Jian-Yu Pan 

East China Normal University, CHINA 
Email: jypan@math.ecnu.edu.cn 

 
Abstrcat 

Optimization problems with constraints which require the solution of a partial 
differential equation arise widely in many areas of the sciences and engineering. The 
solution of such PDE-constrained optimization problems is usually a major 
computational task. In this talk, we consider the preconditioning techniques for such 
optimization problems with convection-diffusion equation constraints. We employ 
optimize-then-discretize approach to discretize the problem. The effectiveness of our 
proposed preconditioners is illustrated by numerical examples. 
 
 
 
 
 
 
 
 

mailto:mng@math.hkbu.edu.hk
mailto:jypan@math.ecnu.edu.cn
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Gram-Schmidt Process with a Non-Standard Inner Product and 
its Application to Approximate Inverse Preconditioning 

 
MiroRozloznik 

Academy of Sciences of the Czech Republic,CZECH 
Email: miro@cs.cas.cz 

 
Abstract 

One of the most important and frequently used preconditioningtechniques for solving 
symmetric positive definite systems is based on computing the approximate 
factorization of the matrix system inverse.It is also a well-known fact that such a 
triangular factor can be computed column by column by means of the of an𝐴𝐴 -
orthogonalization process applied to the unit basis vectors. This fact has been 
exploited toconstruct efficient sparse approximate approximateinversepreconditioners. 
In this contribution we review the most important schemes used fororthogonalization 
of column vectors (stored in the matrix B)with respect to the non-standard inner 
product (induced by somesymmetric positive definite matrix A) and give the worst-
casebounds for corresponding quantities computed in finite precisionarithmetic. We 
formulate our results on the loss of orthogonalityand on the factorization error for the 
classical Gram-Schmidtalgorithm (CGS), modified Gram-Schmidt algorithm (MGS) 
algorithmand for yet another variant of sequential orthogonalization, whichis 
motivated originally by the AINV preconditionerand which uses oblique 
projections.Although all orthogonalizationschemes are mathematically equivalent, 
their numerical behaviorcanbesignificantly different.  It follows fromour analysis that 
while the factorization error is quitecomparable for all these schemes, the 
orthogonalitybetweencomputed vectors can be significantly lost and it depends  
onthecondition number 𝜅𝜅(𝐴𝐴). This is the case also for theexpensive implementation 
based on eigenvalue decomposition (EIG)and Gram-Schmidt with 
reorthogonalization (CGS2). The classicalGram-Schmidt algorithm and AINV 
orthogonalization behave verysimilarly and generate vectors with the orthogonality 
that essentially depends quadratically on thecondition number of the matrix 𝐴𝐴1/2𝐵𝐵). 
Since theorthogonality in the modified Gram-Schmidt algorithm depends onlylinearly 
on𝜅𝜅(𝐴𝐴1/2𝐵𝐵) , MGS appears to be a goodcompromise between expensive EIG or 
CGS2 and less accurate CGS orAINV. Indeed in the context of approximate inverse 
preconditioningthe stabilization of AINV has lead to the SAINV algorithm whichuses 
exactly the MGS orthogonalization. We treat separately theparticular case of a 
diagonal A which is extremely useful in thecontext of weighted least squares 
problems. One can show then thatlocal errors arising in the computation of a non-
standard innerproduct do not play an important role here and that the  
numericalbehavior of these schemes is almost identical to the behavior 
oftheorthogonalization schemes with the standard inner product. Forall these results 
we refer to [1], see  also [2]. 
 
[1]. M. Rozloznik, J. Kopal,  M. Tuma, A. Smoktunowicz: Numerical stability of 
orthogonalization methods with a non-standard inner product. BIT Numerical 
Mathematics (2012), 52, 1035－1058. 
[2]. B.R. Lowery and J. Langou, Stability analysis of QR factorization in an oblique 
inner product, arXiv: 1401.5171, 2014.. 
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Boundary Integral Methods Involving Implicit Representation 
of Surfaces 

 
Richard Tsai  

The University of Texas at Austin, USA 
Email: ytsai@math.utexas.edu 

 
Abstract 

We will start the talk with discussion on a commonly used formulafor computing 
surface integrals in the level set framework. We shallthen generalize that formula for 
integrating open curves and surfaces with boundaries which are implicitly defined by 
functions in threedimensions. A simple formulation for constructing boundary 
integralmethods to solve Helmholtz and Poisson’s equationson domains of irregular 
shapes is then proposed. Our formulation isbased on averaging a family of 
parameterizations of an integral equationdefined on the boundary of the domain, 
where the integrations are carried out in the level set framework using an appropriate 
Jacobian.By the coarea formula, the algorithm operates in the Euclidean spaceand 
does not require any explicit parameter- ization of the boundaries.We present 
numerical results in two and three dimensions. 
 
 
Multigrid Method for Nonrigid Image Registration Based on the 

Optimal Mass Transport 
Justin Wan  

University of Waterloo, CANADA 
Email: justin.wan@uwaterloo.ca 

 
Abstract 

Image registration problem is to transform one image to align with another image. 
Nonrigid registration allows the deformation to vary at differentpixel locations. There 
are parametric approaches based on splines andphysical approaches based on physics 
such as elasticity. One recent approachis motivated by the Monge-Kantorovich mass 
transfer problem. The goal is to find the optimal mapping 𝑀𝑀which minimizes the 
Kantorovich-Wasserstein distance. The optimal mapping can be written as =  ∇ , 
where  satisfies the following Monge-Ampere equation  

 
where𝐼𝐼1 and 𝐼𝐼2 are the given images. Here  denotes the determinant of the 
Hessian of . In this talk, we will present aniterative method for solving the Monge-
Ampere equation. Our approachis to reformulate the highly nonlinear Monge-Ampere 
equation as a Hamilton-Jacobi-Bellman (HJB) equation. The HJB equation is still a 
nonlinearequation but for each fixed control, it is a linear second order PDE.We will 
develop a finite difference discretization such that itis monotone and hence the 
numerical solution will converge to the viscositysolution. We will then present a 
relaxation scheme which is a very slowly convergent iterative method as a standalone 
solver. However, it is very effective for reducing high frequency errors. We will 
adopt it as a smoother for multigrid and demonstrate its smoothing properties. Finally, 
numerical results will be presented to illustrate the effectiveness of the method. 

mailto:ytsai@math.utexas.edu
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Numerical Solvers for a Class of Saddle Point Systems Arising 
from PDE-Constrained Optimizations 

 
Zeng-Qi Wang 

Shanghai Jiaotong University, CHINA 
Email: wangzengqi@sjtu.edu.cn 

 
Abstract 

The optimization problem is one of the research hot points recently. Treated with the 
discretize-then-optimizeapproach  to the weak formulation of it, KKT system in the  
saddle point form is obtained. There are numerous literatures devoted to the 
numerical solvers for the subsequent saddle point problems. The aim of this report is 
to present and discuss several prominent solution methods for linear systems which 
arise from the simple model problems. 
 
 

Lopsided PMHSS Iteration Method for a Class of Complex 
Symmetric Linear Systems 

 
Yu-Jiang Wu 

Lanzhou University, CHINA 
Email:myjaw@lzu.edu.cn 

 
Abstract 

A lopsided PMHSS (LPMHSS) iteration method is presented for solving a broad 
class of complex symmetric linear systems. The convergence properties of the 
LPMHSS method are analyzed, which show that, under a loose restriction on 
parameter 𝛼𝛼, the iterative sequence produced by LPMHSS method is convergent to 
the unique solution of the linear system for any initial guess. Furthermore, we derive 
an upper bound for the spectral radius of the LPMHSS iteration matrix, and the 
quasi-optimal parameter 𝛼𝛼∗ which minimizes the above upper bound is also obtained. 
Both theoretical and numerical results indicate that the LPMHSS method 
outperforms the PMHSS method when the real part of the coefficient matrix is 
dominant. 
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Matrix-Free Structured Preconditioning 
 

Jian-Lin Xia  
Purdue University, USA 
Email: xiaj@purdue.edu 

 
Abstract 

In iterative solutions, often only matrix-vector multiplicationsinstead of the explicit 
matrices are available. We seek to design matrix-freepreconditioners in such cases 
based on recent research on randomized samplingby researchers. With up to 𝑂𝑂(log𝑛𝑛) 
matrix-vector products, we canconstruct structured preconditioners which 
approximate an order 𝑛𝑛 matrix 𝐴𝐴up to a given accuracy. The off-diagonal blocks of 
𝐴𝐴 are approximated with(possibly low-accuracy) low-rank forms, and noa 
prioriknowledgeofthe off-diagonal ranks are needed. Such preconditioners have 
severalsignificant benefits: 
• Only the evaluations of matrix-vector products are needed, instead ofany entry 

of 𝐴𝐴. The cost of applying the preconditioner is about 𝑂𝑂(𝑛𝑛). 
• For certain cases, the off-diagonal singular values can be aggressivelytruncated. 

This resultsin low-accuracy preconditionerswhich can be shown togreatly 
improve the conditioning of the original matrix. 

• Preliminary results also show the improvement of the eigenvalue distribution of 
𝐴𝐴. 

• Unlike in existing randomized structured computations which usually needthe 
evaluation of both 𝐴𝐴  and𝐴𝐴𝑇𝑇  with vectors, here only the products of𝐴𝐴  with 
vectors are needed. 

• The preconditioner can be quickly updated if the problem has few 
varyingparameters such as diagonal shifts. 
 

We illustrate the performance in terms of several important interface problemswhere 
GMRES fails to converge. On the other hand, GMRES with ourpreconditioner 
converges rapidly, usually in few steps nearly independent of𝑛𝑛. For certain interface 
problems with incompressible flows, only one stepis needed for convergence.  
 
Part of the work is joint with Raymond Chan, ZhilinLi,andYuanzhe Xi. 
 
 

Least-Squares Symmetric Solution to the Matrix Equation 
AXB=C with the Norm Inequality Constraint 

 
Dong-XiuXie 

Beijing Information Sci Tech University, CHINA 
Email: dxxie@sohu.com 

 
Abstract 

In this paper, an iterative method to compute the norm-constrained least-squares 
solution of the matrixAXB=C with the matrix having symmetric structure, is 
proposed. For this method, without the error of calculation,a desired solution can be 
obtained with finitely iterate step. Numerical experiments are performedto illustrate 
the efficiency and real application of the algorithm. 

mailto:xiaj@purdue.edu
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Hierarchical Optimizations for Certain Inverse Problems in 

Image and Signal Processing 
 

Isao Yamada 
Tokyo Institute of Technology, JAPAN 

Email:isao@sp.ce.titech.ac.jp 
 

Abstract 
Many tasks in image and signal processing can be formulated as certain optimization 
problems where the solution sets are often infinite. This means that a further strategic 
selection from the solution set should be of great importance.In the 1st part of this 
talk, motivated by recent elegant characterizations of the solution sets of convex 
optimization problems as the fixed point sets of computable nonexpansive mappings 
(e.g., Proximal Forward-Backward splitting operator, Douglas-Rachford splitting 
operator and Primal-Dual splitting operator), we present an algorithmic selection of 
an optimal point in the solution set of a convex optimization problem. The proposed 
approach is based on the hybrid steepest descent method and can minimize the sum of 
the Moreau envelopes of nonsmooth convex functions over the fixed point set of a 
nonexpansive mapping. In the 2nd part of this talk, as an algorithmic solution to a 
hierarchical nonconvex optimization problem, we introduce the minimum-variance 
pseudo-unbiased reduced-rank estimator (MV-PURE), together with its rank 
selection technique, for ill-conditioned linear inverse problems. 
 
 

On the Convergence of the Primal-Dual Hybrid Gradient 
Method 

 
Xiao-Ming Yuan 

Hong Kong Baptist Univ, HONG KONG 
Email:xmyuan@hkbu.edu.hk 

 
Abstract 

The primal-dual hybrid gradient method (PDHG) has been widely used in the 
literature, especially for some basic image processing models. There is still some gap 
between the PDHG's efficient performance in practice and its rigorously provable 
convergence in theory. We revisit the PDHG's convergence in the context of a 
saddle-point problem, and try to understand this gap better. More specifically, we 
show by an extremely simple example that such a condition that yields tiny step sizes 
seems necessary for theoretically deriving the rigorous convergence of the PDHG. 
We then show that the convergence of PDHG can be ensured if one of the functions 
in the saddle-point problem is uniformly strong convex, a condition that does hold for 
some popular applications in various fields including some basic variational models 
in imaging. In fact, under this additional condition, the PDHG's step sizes are not 
necessarily to be convergent to 0. This justifies why some practical step-size 
strategies in the literature work well for the PDHG. Furthermore, with this additional 
condition, we establish a worst-case O(1/k) convergence rate measured by the 
iteration complexity for the PDHG, where k represents the iteration counter. 

mailto:isao@sp.ce.titech.ac.jp
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Preconditioning for Pseudo-Polar Fourier Transform and its 

Application to Digital Shearlet Transform 
 

Xiao-Sheng Zhuang 
City University of Hong Kong, Hong Kong 

Email: xzhuang7@cityu.edu.hk 
 

Abstract 
It's been well-known that high-dimensional data are governed by an-isotropic features 
embedded under the low-dimensional mainfolds (points, edges, surface, etc.). 
Efficient and sparse representation systems that are capable of capturing such 
anisotropic features are undoubtedly desired for the application of high-dimensional 
data processing. Shearlets, as one of the directional multiscale representation systems, 
provide not only theoretically the optimal sparse representation of cartoon-like 
images, but also in practice multiscale analysis and directional sensitivity for high-
dimensional data. 
 
The pseudo-polar Fourier transform ℱ𝑝𝑝 (PPFT) which evaluate the discrete Fourier 
transform (DFT) at points on a trapezoidal grid in the frequency domain, the so-called  
pseudo-polar grid, allows the faithful design for the digital shearlet transform (DST). 
The PPFT is not isometric. To achieve isometry property, weighting 𝑤𝑤 needs to be 
done on the pesudo-polar grid. We show that the design of suitable weighting 𝑤𝑤 
provides not only nearlyisometry property for the DST, but also a preconditioning for 
solving the system of equations:ℱ𝑝𝑝𝑥𝑥 = 𝑦𝑦, thereby accelerating the inverse DST using 
iterative methods such as the  conjugate gradient  (CG). 
 
The applications of DST in image inpainting and denoising show the advantages of 
pseudo-polar grid for the digitization of shearlet transform. 
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Poster Titles and Abstracts 
 

Parallel Solution for Multi-Group Radiation Transfer 
Equations 

 
Heng-Bin An 

Institute of Applied Physics and Computational Mathematics, CHINA 
Email: an_hengbin@iapcm.ac.cn 

 
Abstract 

In inertial confinement fusion (ICF) numerical simulations,it is necessary and very 
important to solve multi-group radiation transfer (MGRT) equations.Usually, the cost 
of solution for MGRT equations is more than 90% of the whole simulation.The 
source iteration method is often used to solve MGRT equations,and one typical 
parallel solution method for MGRT equationsis the spacial domain decomposition 
(spacial parallelism) method.In numerical simulations,the scalability of application 
code is limited if only spacial parallel strategy is used. 
 
By exploring the character of the source iteration method,a two level parallel strategy 
is designed for solving MGRT equations.In this strategy, first divide the equations 
into several sets,and in each source iteration, solve the equations in different sets in 
parallel.And then for solving each equation, the spacial parallel strategy is used.The 
scalability of application code is improved dramatically with the two level parallel 
strategy. 
 

An Alternating Positive Semidefinite Splitting Preconditioner 
for Saddle Point Problems from Time-Harmonic Eddy Current 

Models 
 

Yang Cao  
Nantong University, CHINA 

Email: caoyangnt@ntu.edu.cn 
 

Abstract 
For the saddle point problem arising from the finite element discretization ofthe hybrid 
formulation of the time-harmonic eddy current problem, we propose analternating 
positive semidefinite splitting preconidtioner which is based ontwo positive 
semidefinitesplittings of the saddle point matrix. It is provedthat the corresponding 
alternating positive semidefinite splitting iteration methodis unconditional convergent. 
We analyze that the new preconidtioner is mucheasier to implement than the block 
alternating splitting implicit preconditionerproposed in [Z.-Z. Bai, Numer. Linear 
Algebra Appl., 19 (2012), 914--936]when they are used to accelerate the convergence 
rate of Krylov subspace methodssuch as GMRES. Numerical examples are given to 
show the effectiveness of ourproposedpreconditioner. 
 
This work is jointwith Zhi-Ru Ren. 
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Numerical Methods for aNonsymmetric Algebraic 

Riccati Equation Arising in Transport Theory 
 

Xiao-Xia Guo  
Ocean University of China, CHINA 

Email: guoxiaoxia@ouc.edu.cn 
 

Abstract 
The computation of the minimal positive solution of a non-symmetric algebraic 
Riccatiequation arising in transport theory is considered. This work can be done via 
only computing the minimal positive solution of a vector equation, which is derived 
from specialform of the solution of the Riccati equation and by exploitation of the 
special structure of the coefficient matrices of the Riccati equation. In this paper, the 
fixed-point method, theNewton method and the structure-preserving doubling 
algorithm are introduced for thevector equation. Numerical examples show that these 
methods are feasible and effective. 
 

An Adaptive Inpainting Algorithm Based on DCT Induced 
Wavelet Regularization 

 
Yan-Ran Li 

Shenzhen University, CHINA 
Email: lyran@szu.edu.cn 

 
Abstract 

In this work, we propose an image inpainting optimization model whose objective 
function is a smoothed l1  norm of the weighted non-decimated discrete cosine 
transform (DCT) coefficients of the underlying image. By identifying the objective 
function of the proposed model as a sum of a differentiable term and a non-
differentiable term, we give a basic algorithm inspired by Beck and Teboulle’s recent 
work (SIIMS, Vol.2, No.1, 2009) for the model. Based on this basic algorithm, we 
propose an automatic way to determine the weights involved in the model and update 
them at each iteration. The discrete cosine transform as an orthogonal transform is 
used in various applications. We view the rows of a discrete cosine transform matrix 
as the filters associated with a multiresolution analysis. Non-decimated wavelet 
transforms with these filters are explored to analyze images to be inpainted. Our 
numerical experiments verify that under the proposed framework, the filters from a 
discrete cosine transform matrix demonstrate promise for the task of image inpainting. 
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Asymptotically Optimal Parameters for the Splitting Iteration 
 

Guo-Yan Meng 
Xinzhou Teacher University, CHINA 

Email: mgy1226@126.com 
 

Abstract 
We consider the self-adaptive methods for choosing the asymptotically optimal 
parameters, with regard to parameters that have a significant influences on the 
efficiency of iteration methods. And the numerical examples show that these self 
adaptive schemes are more effective and robust than the classical methods with 
choosing the theoretical optimal parameters. 
 

Accelerated Uzawa Methods for Convex Optimization 
 

Min Tao 
Nanjing University,CHINA 
Email:taom@nju.edu.cn 

 
Abstract 

We focus on a linearly constrained convex minimization model and discuss the 
application of the classical Uzawa method. Our principal goal is to show that some 
existing acceleration schemes can be used to accelerate the Uzawa method in the 
sense that the worst-case convergence rate (measured by the iteration complexity) of 
the resulting accelerated Uzawa schemes is 𝑂𝑂(1/𝑘𝑘2) where 𝑘𝑘 represents the iteration 
counter. Our discussion assumes that the objective function is given by a black-box 
oracle; thus an inexact version of the Uzawa method with a dynamically-chosen step 
size is implemented. A worst-case convergence rate of 𝑂𝑂(1/𝑘𝑘) is also shown for this 
inexact version. Some preliminary numerical results are reported to verify the 
acceleration effectiveness of the accelerated Uzawa schemes and their superiority 
over some existing methods. 
 
This work is jointwith Xiao-Ming Yuan. 
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Quasi-Chebyshev Accelerated Iteration Methods Basedon 
Optimization for Linear Systems 

 
Rui-Ping Wen 

Taiyuan Normal University, CHINA 
Email:wenrp@163.com 

 
Abstract 

In this study, we present a quasi-Chebyshev accelerated iterationmethod for solving a 
system of linear equations. Compared with theChebyshev semi-iterative method the 
main difference is that theparameter𝜔𝜔  is not obtained by Chebyshev polynomial 
butoptimization models. We prove that the quasi-Chebyshev acceleratediteration 
method is unconditionally convergent if the originaliteration method is convergent 
and discuss also the convergencerate. Finally, three numerical examples indicate that 
our methodis more efficient than the Chebyshev semi-iterative method. 
 
We describe the quasi-Chebyshevacceleratediteration method. Let 

𝐴𝐴 = 𝑀𝑀 −𝑁𝑁, 
and let the iteration matrix be  

𝑇𝑇 =  𝑀𝑀−1𝑁𝑁. 
Method (quasi-Chebyshevacceleratediteration method) 
Given  an initial point 𝑥𝑥0, a precision𝜖𝜖 > 0. For 𝑘𝑘 = 1,2,⋯, until converges, do 
Step 1.Let 𝑥̅𝑥𝑘𝑘+1 = 𝑀𝑀−1𝑁𝑁𝑥𝑥𝑘𝑘 + 𝑀𝑀−1𝑏𝑏. Solve the system 
of linear equations as follows 

𝑥𝑥𝑘𝑘+1 = 𝜔𝜔𝑘𝑘+1(𝑥̅𝑥𝑘𝑘+1 − 𝑥𝑥𝑘𝑘−1) + 𝑥𝑥𝑘𝑘−1, 
where 

𝑥𝑥0 ∈  𝑅𝑅𝑛𝑛,    𝑥𝑥1 = 𝑀𝑀−1𝑁𝑁𝑥𝑥0 + 𝑀𝑀−1𝑏𝑏. 
𝜔𝜔𝑘𝑘+1is the solution of the following optimizationproblems: \\ 
(a) when𝐴𝐴 is a symmetric positive definite matrix, set𝑥𝑥 = 𝜔𝜔(𝑥̅𝑥𝑘𝑘+1 − 𝑥𝑥𝑘𝑘−1) + 𝑥𝑥𝑘𝑘−1, 

min
𝜔𝜔

1
2
𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 −  𝑥𝑥𝑇𝑇𝑏𝑏; 

(b) when𝐴𝐴 is not symmetric positive definite, set 𝑟𝑟 = 𝐴𝐴𝐴𝐴 − 𝑏𝑏, 𝑥𝑥 = 𝜔𝜔(𝑥̅𝑥𝑘𝑘+1 − 𝑥𝑥𝑘𝑘−1) +
𝑥𝑥𝑘𝑘−1, 

min
𝜔𝜔

𝑟𝑟𝑇𝑇(𝛼𝛼𝛼𝛼 + 𝐻𝐻)−2𝑟𝑟 ; 
Step 2. If�|𝑟𝑟𝑘𝑘+1|� < 𝜖𝜖, stop; Otherwise,𝑘𝑘 ⇐ 𝑘𝑘 + 1 and go to Step 1. 
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A New PHSS Iteration Method for Non-HermitianPositive-
Definite Linear Systems 

 
Yu-Jiang Wu 

Lanzhou University, CHINA 
Email:myjaw@lzu.edu.cn 

 
Abstract 

By utilizing the preconditioned Hermitian and skew-Hermitiansplitting (PHSS) 
iteration technique, we establish a new PHSS(NPHSS) iteration method for solving 
large sparse non-Hermitianpositive-definite linear systems. The convergence 
properties of theNPHSS method are analyzed, which show that, under a 
looserestriction on parameter 𝛼𝛼, the iterative sequence producedby NPHSS method is 
convergent to the unique solution of the linearsystem for any initial guess. 
Furthermore, we derive an upper boundfor the spectral radius of the NPHSS iteration 
matrix, and thequasi-optimal parameter 𝛼𝛼∗ which minimizes the aboveupper bound is 
also obtained. Both theoretical and numerical resultsindicate that the NPHSS method 
outperforms the PHSS method when theHermitian part of the coefficient matrix is 
dominant. 
This work is jointwith Xu Li and Ai-Li Yang. 
 
 

Aitken Extrapolation Iterative Method for Computing the 
Largest Eigenvalue of Nonnegative Tensors 

 
Jun-Feng Yin 

Tongji University, CHINA 
Email:yinjf@tongji.edu.cn 

 
Abstract 

Finding the maximum eigenvalue of a tensor is an important topic in tensor 
computation and multilinearalgebra.Recently, when the tensor is non-negative, 
efficient numerical schemes have been proposed to calculate the maximum 
eigenvalue based on a Perron-Frobenius type theorem for non-negative tenors. 
Using Aitken extrapolation technique, we propose an new iterative method to 
calculate the largest eigenvalue of irreducible nonnegative tensors. Numerical 
experiments show that this method is feasible and requires less iteration steps and 
CPU time compares with original method for essentially positive tensors. 
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An Alternating Direction Method for Deblurring Images 
Corrupted by Impulsive Noise 

 
Jian-Jun Zhang 

Shanghai University, CHINA 
Email:zhangjj@shu.edu.cn 

 
Abstract 

In this paper, we study the problem of restoring blurred images corrupted by 
impulsive noises.This is a difficult problem which has been considered in a series of 
recent papers. The two-phase approachesproposed in some of these papers are very 
effective. The two-phase approaches first identify the outlier candidates,the pixels 
that are likely to be corrupted by the impulsive noise,  and thenremove them from the 
data set. In a second phase, the image is deblurred and denoised simultaneously 
usingessentially the outlier-free data. Using essentially the outlier-free data makes the 
two-phase approaches effective,they either destruct the structure of the blurring 
matrix, and prevent the efficient algorithms designing.Following the same line, we 
also restore the degraded images using essentially the outlier-free data.By using 
variable splitting technique, we try to preserve the structure of the blurring matrix, 
and we propose a fast andeffective alternating direction method. Experimental results 
show that the quality of restoredimages by our proposed method is competitive with 
those restored by the other existingtwo-phase image restoration methods. 
 
 
 

Two-Stage Multisplitting Iteration Methods using Modulus-
Based Matrix Splitting as Inner Iteration for Linear 

Complementarity Problems 
 

Li-Li Zhang 
Henan University of Economics and Law, CHINA 

Email:zhangll@lsec.cc.ac.cn 
 

Abstract 
The matrix multisplitting iteration method is an effective tool for solvinglarge sparse 
linear complementarity problems. However, at each iteration step wehave to solve a 
sequence of linear complementarity sub-problems exactly. In thispaper, we present a 
two-stage multisplitting iteration method, in which themodulus-based matrix splitting 
iteration and its relaxed variants are employed asinner iterations to solve the linear 
complementarity sub-problems approximately.The convergence theorems of these two-
stage multisplitting iteration methods are established.Numerical experiments show that 
the two-stage multisplitting relaxation methods aresuperior to the matrix multisplitting 
iteration methods in computing time, and canachieve a satisfactory parallel efficiency. 
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An Inexact Newton MethodBased on Multi-Step Scheme for 
Non-Symmetric Algebraic Ricatti Equations 

 
Xiang Zhang 

Guizhou Normal University, CHINA 
Email:957547242@qq.com 

 
Abstract 

Various methods are used to deal with the minimal non-negative solution of the 
nonsymmetric algebraic Riccati equation 

𝑋𝑋𝑋𝑋𝑋𝑋 − 𝑋𝑋𝑋𝑋 − 𝐴𝐴𝐴𝐴 + 𝐵𝐵 = 0. 
In which, Newton iteration method is adopted in many cases for it has fast 
convergence speed. However, the cost of Newton iteration method is large for it 
demands to solve the involved Sylvester equation in each iteration step. To preserve 
its advantage in convergence speed and improve the computation speed, we apply the 
multi-step scheme to reduce the cost. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

mailto:957547242@qq.com


~ 28 ~ 
 

Contact Information of Administration Staffs 
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Emergency Contact: 
 Prof. Shiu-Yuen Cheng 郑绍远 
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