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The facilities of TSIMF are built on a 23-acre land surrounded by pristine environment 
at Phoenix Hill of Phoenix Township. The total square footage of all the facilities is 
over 29,000 square meter that includes state-of-the-art conference facilities (over 
10,000 square meter) to hold many international workshops simultaneously, two 
libraries, a guest house (over 10,000 square meter) and the associated catering facilities, 
a large swimming pool, workout gym and sport courts and other recreational facilities. 
 
Yau Mathematical Sciences Center (YMSC) of Tsinghua University, assisted by 
TSIMFs International Advisory Committee and Scientific Committee, will take charge 
of the academic and administrative operation of TSIMF. The mission of TSIMF is to 
become a base for scientific innovations, and for nurturing of innovative human 
resource; through the interaction between leading mathematicians and core research 
groups in pure mathematics, applied mathematics, statistics, theoretical physics, 
applied physics, theoretical biology and other related fields, TSIMF will provide a 
platform for exploring new directions, developing new methods, nurturing 
mathematical talents, and working to raise the level of mathematical research in China. 
 

 

Welcome to TSIMF 
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About Facilities 

Registration 

Conference booklets, room keys and name badges for all participants will be distributed 
at the front desk. Please take good care of your name badge. It is also your meal card 
and entrance ticket for all events. 
 

Guest Room 

 
 
All the rooms are equipped with: free Wi-Fi (no 
password), TV, air conditioning and other utilities. 
 
 
 

Family rooms are also equipped with kitchen and 
refrigerator. 

 

 

 

 

http://www.tsimf.cn/en/news/list?gid=47&nav=1
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Library 

Opening Hours: 09:00am-22:00pm 

TSIMF library is available during the conference and can be 
accessed by using your room card. There is no need to sign 
out books but we ask that you kindly return any borrowed 
books to the book cart in library before your departure. 

 

 
In order to give readers a better understanding of the contributions made by the Fields 
Medalists, the library of Tsinghua Sanya International Mathematics Forum (TSIMF) 
instituted the Special Collection of Fields Medalists as permanent collection of the 
library to serve the mathematical researchers and readers. 
So far, there are 234 books from 47 authors in the Special Collection of Fields Medalists 
of TSIMF library. They are on display in room A220. The participants are welcome to 
visit. 

Restaurant 

All the meals are provided in the restaurant (Building B1) 
according to the time schedule. 

 

 

 

 
Breakfast 
Lunch 
Dinner 

 
07:30-08:30 
12:00-13:30 
17:30-19:00 
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Laundry 

Opening Hours: 24 hours 
The self-service laundry room is located in the Building 1 
(B1). 

Gym 

The gym is located in the Building 1 (B1), opposite to the reception hall. The gym 
provides various fitness equipment, as well as pool tables, tennis tables etc. 

Playground 

Playground is located on the east of the central gate. There 
you can play basketball, tennis and badminton. Meanwhile, 
you can borrow table tennis, basketball, tennis balls and 
badminton at the reception desk. 

Swimming Pool 

Please note that there are no lifeguards. We will not 
be responsible for any accidents or injuries. In case of 
any injury or any other emergency, please call the 
reception hall at +86-898-38882828.  

 

Outside Shuttle Service 

We have shuttle bus to take participants to the airport for your departure service. Also, 
we would provide transportation at the Haihong Square （海虹广场） of  Howard 
Johnson for the participants who will stay outside TSIMF. If you have any questions 
about transportation arrangement, please feel free to contact Ms. Li Ye (叶莉 )at 
(0086)139-7679-8300. 
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Free Shuttle Bus Service at TSIMF 

We provide free shuttle bus for participants and you are 
always welcome to take our shuttle bus, all you need to do is 
wave your hands to stop the bus. 

 
Destinations: Conference Building, Reception Room, Restaurant, Swimming Pool, 
Hotel etc. 
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Contact Information of Administration Staff 

 

Nqecvkqp"qh"Eqphgtgpeg"Chhcktu"Qhhkeg<"Room 104, Building A 
Tel: 0086-898-38263896 
 
Conference Manager: Ms. Xianying, WU(Alison) 吴显英 
Tel:0086-186-0893-8696 
Email: wuxianyingjojo@163.com 

 
Nqecvkqp"qh"Ceeqo o qf cvkqp"Chhcktu"Qhhkeg<"Tqqo "422."Dwknf kpi "D3 
Tel：0086-898-38882828 
Accommodation Manager: Ms. Li YE 叶莉 
Tel: 0086-139-7679-8300 
Email: yeli@tsimf.cn 

 
Director Assistant of TSIMF   
Kai CUI 崔凯 
Tel/Wechat: 0086- 136-1120-7077 
Email :cuikai@tsimf.cn 
 
 
Fktgevqt"qh"VUKO H 
Prof.Xuan GAO 高瑄 
Tel: 0086-186-0893-0631 
Email: gaoxuan@tsinghua.edu.cn 

 

 

 
 
 
 
 
 
 
 

tel:0086-186-0893-8696
mailto:gaoxuan@tsinghua.edu.cn
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Jan 12 Jan 13 Jan 14 Jan 15

Sunday Monday Tuesday Wednesday

09:00 - 09:40 Alain Bensoussan Marcelo Bertalmío Ding-Xuan Zhou Michael Hintermueller

09:40 - 10:20 Jingwei Liang Xiaoming Yuan Martin Welk Xiaoqun Zhang

10:20 - 10:40 Tea Break Tea Break Tea Break Tea Break

10:40 - 11:20 Raymond Chan Stacey Levine Jie Shen Chaomin Shen

11:20 - 12:00 Fiorella Sgallari Shousheng Luo Zuoqiang Shi Monica Pragliola

12:00 - 12:40 Ola-Marius Lysaker Yaxin Peng Chenglong Bao Tieyong Zeng

12:40 - 13:20 Haixia Liu Lunch

13:20 - 14:00

14:00 - 14:40 Xiaoying Tang

14:40 - 15:20 Jing Yuan

15:20 - 16:00 Justin Wan

16:00 - 16:20 Tea Break

16:20 - 17:00 Wei Zhu

17:20 - 18:00 Shingyu Leung

Poster Free time

Workshop on Efficient Algorithms in Data Science, Learning and Computational Physics ，January 12 to 16, 2020

Time&Date

Lunch
Lunch

Sightseeing
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Abstract SEAL: Suppressing Eigenvalue of the Fisher Information Matrix in Adversarial 
Learning 
Chaomin Shen (East China Normal University) 
 
Abstract 
We propose a scheme, named SEAL (Suppressing Eigenvalue in Adversarial Learning), for 
defending against adversarial attacks by suppressing the largest eigenvalue of the Fisher 
information matrix (FIM). SEAL is based on the following observation: adversarial 
phenomenon may occur when the FIM, which is a connection between the input and output in 
the neural network, has large eigenvalue(s). This observation makes the adversarial defense 
possible by controlling the eigenvalues of the FIM. Our solution is adding a regularization term 
to the loss function of the original network. The term represents the maximum eigenvalue or 
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the trace of the FIM, as its eigenvalues are bounded by the trace. SEAL does not require any 
modification of the network structure. It is fast for training and simple for implementation, since 
it needs to train only once and does not need to repeatedly feed in the adversarial examples as 
input in the training process. Our adversarial robustness is verified by experiments using a 
variety of standard attacking methods on typical deep neural networks, e.g. LeNet, VGG and 
ResNet, with datasets MNIST, CIFAR10, and German Traffic Sign Recognition Benchmark 
(GTSRB). SEAL decreases the fooling ratio of the generated adversarial examples significantly, 
and remains the classification accuracy of the original network. The main contribution of the 
paper is that it addresses a theoretical explanation for adversarial defense and provides a 
corresponding solution robust to various adversarial attacks.  
Scattering transform and sparse linear classifiers for art authentication 
Haixia Liu (Huazhong University of Science and Technology) 
 
Abstract 
Recently, a novel signal processing tool was proposed, the scattering transform, which uses a 
cascade of wavelet filters and nonlinear (modulus) operations to build translation-invariant and 
deformation-stable representations. Despite being aimed at providing a theoretical 
understanding of deep neural networks, it also shows state-of-the-art performance in image 
classification. In this talk, we explore its performance for art authentication purposes. We 
analyze two databases of art objects (postimpressionist paintings and Renaissance drawings) 
with the goal of determining those authored by van Gogh and Raphael, respectively. To that 
end, we combine scattering coefficients with several linear classifiers, in particular sparse l1-
regularized classifiers. Results show that these tools provide excellent performance, superior to 
state-of-the-art results. Further, they suggest the benefits of using sparse classifiers in 
combination with deep networks. 
  
Sparse reconstructions from few noisy data: analysis of hierarchical Bayesian models with 
generalized gamma hyperpriors 
Monica Pragliola (University of Bologna) 
 
Abstract 
Solving inverse problems with sparsity promoting regularizing penalties can be recast in the 
Bayesian framework as finding a maximum a posteriori (MAP) estimate with sparsity 
promoting priors. In the latter context, a computationally convenient choice of prior is the 
family of conditionally Gaussian hierarchical models for which the prior variances of the 
components of the unknown are independent and follow a hyperprior from a generalized 
gamma family. In this talk, the optimization problem behind the MAP estimation will be 
analyzed and the hyperparameter combinations leading to a globally or locally convex 
optimization problem will be identified. The MAP estimation problem is solved using a 
computationally efficient alternating iterative algorithm. Its properties in the context of the 
generalized gamma hypermodel and its connections with some known sparsity promoting 
penalty methods are explored. Computed examples elucidate the convergence and sparsity 
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promoting properties of the algorithm. 
  
Image segmentation with convexity prior 
Shousheng Luo (Henan University) 
 
Abstract 
For many applications, we need  to represent convex shapes and objects effectively. In this 
talk, we will provide  a necessary and sufficient condition on the level set function to 
guarantee  convexity of the shapes. We take image segmentation as an example to demonstrate 
the application and effectiveness of our techniques. We first present the method for a single 
object representation and then extend it to multiple objects. This representation is combined 
with probability-based variational models for single and multiple convex objects segmentation. 
Labels on foreground and background and landmarks on the boundary of the object(s) can be 
incorporated into the models for complex image segmentation. A general and efficient 
numerical  framework is developed to solve the proposed models. Experiments on various 
images with single and multiple objects validate the effectiveness and efficiency of the 
proposed models and algorithms. 
  
Geometric Understanding of Metric Learning for Data Ming and Beyond 
Yaxin Peng (Shanghai University) 
Metric plays a key role in the description of similarity between samples.  An appropriate  
metric for data can well represent their distribution and further promote the performance of 
learning tasks.  In this talk, to better describe the heterogeneous distributions of data, we 
propose a semi-supervised local-to-global metric learning framework from the geometric 
insight. In addition, we present an intrinsic steepest descent algorithm on the positive definite 
manifold for implementation of our semi-supervised nonlinear metric learning models. In the 
end, we introduce some metric learning methods with neural network. 


