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A Weakly Supervised Algorithm for Detecting Tertiary Lymphoid Structures on
pathology images

REME:

TLSs (tertiary lymphoid structures) are structures found in pathological images
that provide important prognostic information about tumors. For instance, in pancreatic
tumors, detecting TLSs on pathological images is crucial for diagnosing and treating
patients with this type of tumor. However, deep learning-based fully supervised
detection algorithms usually require many manual annotations, which is time-
consuming and labor-intensive. In this study, we propose a weakly supervised
segmentation network that uses few-shot learning to detect TLSs. We first obtain
lymphocyte density maps by combining a pretrained model for nuclei segmentation and
a domain adversarial network for lymphocyte nuclei recognition. We then establish a
cross-scale attention guidance mechanism by jointly learning the coarse-scale features
from the original histopathology images and fine-scale features from our designed
lymphocyte density attention. To reduce tiny prediction errors, we introduce a noise-
sensitive constraint by embedding signed distance function loss in the training
procedure. Our proposed method significantly outperforms the state-of-the-art
segmentation-based algorithms regarding TLS detection accuracy, as demonstrated by
experimental results on two collected datasets. Additionally, we apply our approach to
study the relationship between the density of TLSs and peripancreatic vascular invasion

and obtain some clinically statistical results.
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Two-stream Multiplicative Heavy-tail Noise Despeckling Network with

Truncation Loss

REME:

In recent years, deep learning algorithms for speckle noise removal have attracted
much attention. However, speckle noise is strongly heavy-tailed and signal dependent,
which makes it difficult to remove. In this paper, we propose a two-stream
convolutional neural network with hybrid truncation loss to eliminate multiplicative
noise (HTNet). HTNet combines the major task of multiplicative noise removal and the
auxiliary task of noise estimation to improve the despeckling effect while preserving
texture details. The main branch of HTNet is composed of a feature extraction block
and an improved U-Net that can extract multi-scale information, which is mainly used
for speckle noise removal. The noise estimation auxiliary branch is designed to fit the
speckle noise. A hybrid truncation loss function is to applied for robust estimation of
heavy-tailed distribution instead of mean squared error. Extensive experimental results
show that HTNet can effectively remove speckle noise and outperforms the state-of-
the-art methods on both simulated and real SAR images. In addition, HTNet has
advantages on textured images.
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Learning prediction function of prior measures for statistical inverse problems
REME:

The statistical inverse problems of partial differential equations (PDEs) can be
seen as the PDE-constrained regression problem. From this perspective, we propose
general generalization bounds for learning infinite-dimensionally defined prior
measures in the style of the probability approximately correct Bayesian learning theory.
The theoretical framework is rigorously defined on infinite-dimensional separable
function space, which makes the theories intimately connected to the usual infinite-
dimensional Bayesian inverse approach. Inspired by the concept of differential privacy,
a generalized condition has been proposed, which allows the learned prior measures to
depend on the measured data. After illustrating the general theories, the specific settings
of linear and nonlinear problems have been given and can be easily casted into our
general theories to obtain concrete generalization bounds. Based on the obtained
generalization bounds, infinite-dimensionally well-defined practical algorithms are

formulated.
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Retinex-based Variational Image Segmentation: from “Global” to “Selective”
MERE:

In this talk, I will discuss our recent progress on Retinex-based variational methods
for image global and selective segmentation. Also, the associated mathematical theory
and the designed algorithms for solving the proposed models are presented here.

Finally, experimental results are reported to illustrate the effectiveness of the proposed



models, and their performance is competitive with the other testing methods.
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HEME:

In linear inverse problems, regularized model is a popular approach to use due to its
efficiency and rich theoretical guarantees. However, to achieve good practical
performance, regularization parameter must be properly chosen. As an alternative,
iterative regularization is considered in the literature, which uses iteration step as
regularization parameter. In literature, model consistency of regularization approach
is well understood, while for iterative regularization, less result is known. In this talk,

I will present a recent result on this aspect.
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Nonconvex, nonsmooth, and large-scale optimization in radiotherapy planning

HEME:

The global demand for radiotherapy technology is experiencing a significant surge.



Concurrently, the progress in medical imaging modalities and radiation therapy
planning has given rise to various applied mathematical challenges, including large-
scale inverse problems, nonconvex and nonsmooth optimization problems, and
differential equation constrained optimization problems. Over the past years, I have
developed a series of image processing and reconstruction methods for high-
dimensional medical imaging, contributing to the enhancement of accuracy in
radiotherapy planning. Recently, our research has delved into radiotherapy problems
with the mentioned challenges. In this presentation, I will introduce some of our
nonconvex, nonsmooth, and stochastic optimization methods that aim to efficiently and
stably solve the Flash radiotherapy planning and Robust radiotherapy planning
problems, showcasing the corresponding planning results.
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Unified Scatter Correction using Ultrafast Boltzmann Equation Solver for
Conebeam CT

REME:

A semi-analytical solution to the unified Boltzmann equation is constructed to
exactly describe the scatter distribution on a flat-panel detector for high-quality
conebeam CT (CBCT) imaging. The solver consists of three parts, including the phase
space distribution estimator, the effective source constructor and the detector signal
extractor. Instead of the tedious Monte Carlo solution, the derived Boltzmann equation
solver achieves ultrafast computational capability for scatter signal estimation by
combining direct analytical derivation and time-efficient one-dimensional numerical
integration over the trajectory along each momentum of the photon phase space
distribution. The execution of scatter estimation using the proposed ultrafast Boltzmann
equation solver (UBES) for a single projection is finalized in around 0.4 seconds. We
compare the performance of the proposed method with the state-of-the-art schemes,
including a time-expensive Monte Carlo (MC) method and a conventional kernel-based
algorithm using the same dataset, which is acquired from the CBCT scans of a head
phantom and an abdominal patient. The evaluation results demonstrate that the
proposed UBES method achieves comparable correction accuracy compared with the

MC method, while exhibits significant improvements in image quality over learning



and kernel-based methods. With the advantages of MC equivalent quality and superfast
computational efficiency, the UBES method has the potential to become a standard
solution to scatter correction in high-quality CBCT reconstruction.
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Language-Conditioned Robotic Manipulation with Fast and Slow Thinking
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It is known that the Large Language Models (LLMs) hallucinate. Consequently,
open-sourced Large Multi-Modal Models (LMMs), which are constructed upon the
foundation of LLMs, hallucinate as well. While existing research predominantly delves
into object hallucination within the realm of LMMSs, our work transcends the confines
of object-level hallucination. We argue the assessment of LMMs should encompass
coarse-to-fine visual scenarios. To address this, we introduce the Visual Hallucination
Benchmark (VHBench) for evaluating visual hallucinations, gauging them from the
vantage points of scene, event and object. To comprehensively evaluate visual
hallucinations, we propose the Human Evaluation Criteria (HEC), which divides the
responses of LMMs into four ratings. Based on HEC, we manually evaluate the popular
open-sourced LMMs on our proposed VHBench, investigate their techniques on the
impact of hallucinations, and provide suggestions for ways to alleviate visual
hallucinations.
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Revisiting ResNet: A Convolutional Sparse Coding-Based Interpretation for
Residual Architecture
RERE:
The residual architecture has been widely used in convolutional neural networks.

However, the theoretical interpretation of the effectiveness of residual is not yet clear.



Additionally, there are few researchers who have studied the problem of what kind of
residual structure is more natural and reasonable. To address these issues, this work
focuses on theoretical interpretability analysis of residual from the perspective of
convolutional sparse encoding. Furthermore, a single-layer residual structure is
constructed and designed as an implicit layer, which can be flexibly integrated in
various mainstream networks, and achieve good representation learning ability and
interpretability. Experimental results show that the ResNet, YOLO, U-Net, GAN, VAE,
as well as lightweight networks such as MobilNet, with the proposed module all can
achieve good results in corresponding downstream tasks, such as classification, object

detection, segmentation, super-resolution reconstruction and multimodal interpolation.
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H®EFE: Tensor Network Decomposition: Topology, Algorithms and Applications
REME:

Recently, tensor network decompositions are emerging for capturing the
intrinsic structures of multi-dimensional data, especially for high-order data. In this
talk, I will first review the recent progress of tensor network decompositions. Then, I

will introduce our understanding of tensor network decomposition from topology



structures, algorithms, and applications aspects. Finally, we will also discuss the
limitations and future possibilities of tensor network decompositions.
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4 7% B : Low-light image enhancement using cell vibration model.
®EHA-:

Low light very likely leads to the degradation of an image’s quality and even
causes visual task failures. Existing image enhancement technologies are prone to over
enhancement, color distortion or time consumption, and their adaptability is fairly
limited. Therefore, we propose a new single low-light image lightness enhancement
method. First, an energy model is presented based on the analysis of membrane
vibrations induced by photon stimulations. Then, based on the unique mathematical
properties of the energy model and combined with the gamma correction model, a new
global lightness enhancement model is proposed. Furthermore, a special relationship
between image lightness and gamma intensity is found. Finally, a local fusion strategy,
including segmentation, filtering and fusion, is proposed to optimize the local details
of the global lightness enhancement images. Experimental results show that the
proposed algorithm is superior to nine state-of-the-art methods in avoiding color
distortion, restoring the textures of dark areas, reproducing natural colors and reducing
time cost.
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Multi-contrast Contextual Matching and
Aggregatinn for Reference-Based Brain MRI
Super-Resolution
Xin Wen'* 2, Ang Zhao?, Xubin Wu?, Yanging Dong? Chenyu Wu?, Jie Sun?, Yan Niu?, Yuhui

Liu?, Jie Xiang®
18 chool of Software, Taiyuan University of Technology, Taiyuan, China
2 5 hool of Computer Science and Technology{Data S cience), Tahywan Liniversity of Technology, Talyuan, China

Introduction
In this paper, we popose a novel and effective multi-
contmst, multireference MBI superresolution  (SE)
network, This network combines N-Gram with Transformer
to better learn contextual matching information and utilizes
multi-contrast  features o gude the reconstruction of
anatormical  mformation. The anstomical information is
extracted from different imaging modalities at varying
scales, We refer to this network as the MCMA network,

Partial Results
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Conclusion

Our method levemges the latent information i multiple
reference images to leam local texture detmls and global
structure  simultaneously, Using  two  different  public
datasets, we achieve reconstructed quality that s close to
the ground truth for up-sampling fwctors of 2 and 4.
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An alternative extrapolation scheme of PDHGM for saddle point problem

with nonlinear function
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Primal-dual hybrid gradient (PDHG) method is a canonical and popular prototype
for solving saddle point problem (SPP). However, the nonlinear coupling term in SPP
excludes the application of PDHG on far-reaching real-world problems. In this talk, we
discuss a variant iterative scheme for solving SPP with nonlinear function by exerting
an alternative extrapolation procedure. The novel iterative scheme falls exactly into the
proximal point algorithmic framework without any residuals, which indicates that the
associated inclusion problem is nearer to the KKT mapping induced by SPP. Under the
metrically regular assumption on KKT mapping, we simplify the local convergence
of the proposed method on contractive perspective. Numerical simulations on a PDE-
constrained nonlinear inverse problem demonstrate the compelling performance of the
proposed method.
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“Minimization Over the Nonconvex Sparsity Constraint Using A Hybrid First-
order method with Guaranteed Feasibility”
MERE:

We investigate a class of nonconvex optimization problems characterized by a
feasible set consisting of level-bounded nonconvex regularizers, with a continuously
differentiable objective. Motivated by the efficiency of nonconvex $\ell {p}$-
regularizer with $p \in (0,1)$ in identifying sparse solutions, our focus centers on
nonconvex $\ell {p}$ ball-constrained optimization. In this paper, we propose a novel
hybrid approach to tackle such structured problems within a first-order algorithmic

framework by combining the Frank-Wolfe method and the gradient projection method.



The Frank-Wolfe step is amenable to a closed-form solution, while the gradient
projection step can be efficiently performed in a reduced subspace. A notable
characteristic of our approach lies in its independence from introducing smoothing
parameters, enabling efficient solutions of the original nonsmooth models. We establish
the global convergence of the proposed algorithm and show the
$O(1/\sqrt{k})$ convergence rate in terms of the optimality error for nonconvex
objectives under reasonable assumptions. Numerical experiments underscore the
practicality and efficiency of our proposed algorithm compared to existing cutting-edge
methods. Furthermore, we highlight how the proposed algorithm contributes to the
advancement of nonconvex regularizer-constrained optimization.
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